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Foreword to the
Proceedings of the 3rd Workshop on
Co-Scheduling of HPC Applications
(COSH 2018)

Co-located with HiPEAC 2018
in Manchester, United Kingdom, January 23, 2018

These proceedings comprise the papers from the 3rd Workshop on Co-Scheduling of HPC Applications (COSH 2018), co-located with the HiPEAC 2018 conference in the city of Manchester, United Kingdom, European Union. Three papers plus a keynote talk by Pedro Moura Trancoso were presented at the workshop.

Once again, the workshop attracted submissions from a range of countries, highlighting the international character of the workshop. Each submission has been reviewed by at least three program committee members and, at the end, we selected three high quality papers for presentation and publication.

The invited keynote was given by Pedro Moura Trancoso of the University of Cyprus (Cyprus) and Chalmers University of Technology (Sweden) about recent research on scheduling for the many-core era.

We would like to say a big thank you to the members of our program committee who did a great job in reviewing all submissions thoroughly and conscientiously. Furthermore, we also want to take the opportunity and thank the entire HiPEAC Conference Committee and especially the Workshops & Tutorials Chairs as well as the on-site organization team for making this event possible and successful.

Manchester was a great location for the conference and its workshops. The event led to fruitful discussions around co-scheduling which resulted in new insights for all attendees.

January 2018

Carsten Trinitis, Josef Weidendorfer
(COSH Workshop Co-Chairs)
COSH: Workshop Background and Topics

The task of a high performance computing system is to carry out its calculations (mainly scientific applications) with maximum performance and energy efficiency. Up until now, this goal could only be achieved by exclusively assigning an appropriate number of cores/nodes to parallel applications. As a consequence, applications had to be highly optimised in order to achieve even only a fraction of a supercomputer’s peak performance which required huge efforts on the programmer side.

This problem is expected to become more serious on future exascale systems with millions of compute cores. Many of today’s highly scalable applications will not be able to utilise an exascale system’s extreme parallelism due to node specific limitations like e.g. I/O bandwidth. Therefore, to be able to efficiently use future supercomputers, it will be necessary to simultaneously run more than one application on a node. To be able to efficiently perform co-scheduling, applications must not slow down each other, i.e. candidates for co-scheduling could e.g. be a memory-bound and a compute bound application.

Within this context, it might also be necessary to dynamically migrate applications between nodes if e.g. a new application is scheduled to the system. In order to be able to monitor performance and energy efficiency during operation, additional sensors are required. These need to be correlated to running applications to deliver values for key performance indicators.

COSH Workshop Topics:

- co-scheduling concepts and challenges,
- modeling of performance and energy efficiency,
- application classification regarding resource demands,
- task migration for workload balancing,
- case studies in co-scheduling.
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ABSTRACT

The rising on-node concurrency, combined with limited resources, makes it increasingly hard for a single application to exploit the computational power of a node. Co-Scheduling, i.e., the concurrent use of a single node by two or more complementary applications, can help mitigate this situation and achieve higher efficiency.

In this paper, we propose an extension to HALadapt, a library for task-based programming, which leverages its dynamic profiling approach to provide concurrency throttling and combines it with its ability to coordinate execution across multiple runtime instances. Using a real-world example application, MLEM, co-scheduled with a compute-intensive synthetic workload stressgen, we show that the runtime system of HALadapt can efficiently coordinate multiple independent instances on a single node, leading to a performance improvement of up to 43% in the best case.

1 MOTIVATION

Efficient allocation of computational resources is a major challenge for High Performance Computing (HPC) systems. While today’s systems are mostly scheduled on a node-basis, i.e., entire nodes are allocated to applications, this strategy may not fit with future systems as the degree of on-node parallelism continues to increase. Many existing applications are not ready for such an increased degree of intra-node parallelism, which limits their scaling. To combat this challenge, prior work proposed a new approach, called Co-Scheduling, which aims at scheduling multiple, different applications on the same node simultaneously. This approach works best, with minimal interference between the applications, if these applications have complimentary resource requirements, e.g., one of the applications is memory-bound and another one is compute-bound. In order to reach this desirable outcome, we need 1) a way to characterize these applications accordingly, and 2) a mechanism to coordinate their scheduling at runtime.

In this work, we tackle both challenges by extending the task-based runtime system HALadapt [15]. Using its profile-guided scheduling approach, we first implement a form of concurrency throttling, which enables the runtime system to pick the right level of concurrency. We then rely on HALadapt’s queuing mechanism that enables the coordination across independent runtime instances to ensure the efficient execution of multiple co-scheduled applications. In particular, we make the following contribution:

- We extend the task-based runtime HALadapt to support profile-guided dynamic concurrency throttling.

Figure 1: Library-based approach for implementations in HALadapt additionally working as intermediate layer between hardware and application

- We combine concurrency throttling with HALadapt’s inter-application scheduling support.
- We show that HALadapt’s runtime system can efficiently coordinate multiple independent instances in a single node.

Using the MLEM application, a real-world workload from the area of medical imaging, as an example to evaluate our approach, we co-scheduled it with a compute-intensive load to evaluate our contributions. We show a) that we can efficiently execute both workloads together as a single task graph with a 71% improvement over the naive baseline, and b) up to 43% improvement when scheduled as two separate HALadapt instances.

The remainder of this paper is structured as follows. We describe the task-based runtime system HALadapt in Section 2 and our extensions made to support efficient co-scheduling in Section 3. We describe our experimental setup and the target applications in Section 4 and present our results in Section 5. We then describe related work in Section 6 and wrap up with conclusions and future work in Section 7.

2 THE HALADAPT RUNTIME SYSTEM

HALadapt [15] is a task-based runtime system implemented as a library. As illustrated in Figure 1, it is designed to abstract the underlying hardware and to separate application development from the actual implementation of individual kernel variants. The user simply defines his or her kernels representing a specific functionality, e.g., a task like a matrix multiplication, and provides either one or multiple implementation variants targeting different processing units and programming models. HALadapt currently supports OpenMP, OpenCL and CUDA kernels in addition to sequential implementations. To support system portability, variants are packaged into dynamic libraries, which are only loaded if all required dependencies are fulfilled. HALadapt does not impose a particular limit in terms of granularity for these kernels, leaving it to user preference. Tasks can be scheduled directly or collected in task graphs.
As selecting a suitable variant of a kernel in a given situation usually requires a complex decision process and is hard to determine for the user, HALadapt offers adaptive scheduling mechanisms [14]. These mechanisms use a history-based profiling approach to learn the characteristics of given kernel variants, like execution and data transfer times. A history database using problem size as the key stores these characteristics and can then be used to make decisions on which kernel to use by predicting runtimes for given problem sizes and target architectures.

As HALadapt is located in user space, it is by default only able to schedule kernels belonging to the same process. In order to benefit from the knowledge stored in the history database across applications, concurrent HALadapt instances can communicate via shared queues stored in a shared address space. These queues represent all available processing units on the node, allowing multiple HALadapt instances to notice if a processing unit is used by another process. This mechanism also enables efficient coordination between multiple applications in a co-scheduling environment, i.e., where they share resources instead of just queuing for them.

3 CONCURRENCY THROTTLING

In order to make use of this coordination mechanism and to allow multiple applications to share parallel resources (in our case cores in a multi-core system), we first need to extend the HALadapt scheduler to dynamically adapt the degree of parallelism and with that the number of used cores. In particular, we create a mechanism which can detect the scaling capability of OpenMP kernels and then create a fitting number of OpenMP threads and bind them to selected processing cores allowing kernel variants from concurrent applications to efficiently use the available system resources.

To enable this functionality, we extend the history-based profiling mechanism to also include the number of cores as part of the database key. This enables HALadapt to associate stored characteristics with the number of cores used and hence predict execution times for varying core numbers. These predictions can then be used as part of the scheduling mechanism to not only find the best variant of a kernel, but also the most suitable level of concurrency.

For further optimization and stability, our mechanism uses a minimal scaling factor: if the execution time does not improve at least by the minimal scaling factor when adding an additional processing core, no additional core is granted to the kernel. Additionally, we always select the variant, which minimizes the completion time of a kernel, similar to the HEFT scheduling algorithm [24].

For a submitted task graph potentially consisting of several dependent and independent kernels, our mechanism works as follows:

1. The kernels included in the task graph are first sorted into a linked list respecting the given kernel dependencies and the user-defined call order.
2. The kernels are then given to the scheduling mechanism in order of the sorted list.
3. For every kernel the mechanism selects the variant configuration with lowest predicted completion time. If an implementation candidate adds an additional core, the predicted execution time has to improve by at least the scaling factor else the candidate is discarded.

When the mechanism has selected an implementation and an appropriate number of cores, HALadapt sets the number of OpenMP threads to be created accordingly and uses hwloc [6] to bind the threads to the selected processing cores.

4 TARGET WORKLOAD

We test our approach using a real-world workload, a 3D image reconstruction algorithm for positron emission tomography (PET), and co-schedule it with a synthetic compute-intensive load. All measurements are conducted on sk1, a dual-socket system with two Intel Xeon Scalable Silver 4116 (Skylake-SP) processors with 12 cores each and 32 GB of RAM. To simplify our initial scheduling mechanism, we ignore effects from the NUMA setup such as differences in memory latency and bandwidth. While this can lead to degraded performance, it is not critical to our contribution, which aims at demonstrating the possibility of reusing unused computational resources.

4.1 PET Image Reconstruction with MLEM

Our application, which we refer to as MLEM in the remainder of the paper, uses the Maximum Likelihood Expectation Maximization (MLEM) algorithm [20] to reconstruct 3D images from data obtained from Positron Emission Tomography (PET) scanners. PET is a functional imaging technique in nuclear medicine, in which radionuclide is injected into the subject’s body, where it undergoes beta decay. After travelling a very short distance (typically less than 1 mm), the positron interacts with an electron. The result of this annihilation event is a pair of high-energy photons traveling in opposite directions which can be detected by a ring of scintillator crystals positioned around the subject.

Reconstructing a 3D image from the scanner readout (a list of detected events) is an inverse problem. While multiple (accelerated) algorithms exist, MLEM is commonly seen as the one providing the highest quality. The algorithm requires two inputs: the scanner readout and the system matrix. The system matrix describes all scanner properties in a concise way, like the spatial arrangement of the detectors and the physical effects during image acquisition. The matrix is sparse, as each pair of detectors can only detect events coming from a tube-shaped section of the full field of view of the scanner. The system matrix can be obtained in different ways: direct measurement using a probe, analytical models like the detector response function (DRF) model [21], or Monte Carlo simulation of the imaging process. For our application example, we use a system matrix describing the small animal PET scanner Madpet-II [19], generated by the DRF model. The matrix has around $1.6 \times 10^9$ non-zero elements and consumes around 12.8 GB of memory stored in compressed sparse row (CSR) format.

The MLEM algorithm starts with an estimate of the image which it improves in each iteration. Per iteration, the algorithm performs the following steps:

1. Calculate the estimated scanner readout by using the current image approximation. This forward projection corresponds to an SpMV of the system matrix $A$ and the image vector.
2. Calculate a correction vector by correlating the estimated readout with the actual readout. This is an element-wise vector operation.
(3) Transfer the correction factor into the image domain. This is called back-projection and corresponds to an SpMV of the transposed system matrix $A^T$ and the correction vector.

(4) Apply the correction factor and a normalization to the image in order to obtain a new image estimate. This is again a vector operation.

Although the transposed system matrix is required in the back-projection step, we do not actually have to store the transposed matrix, as $y = A^T x \Leftrightarrow y^T = x^T A$. All calculations are performed in single precision. The two SpMV operations dominate the vector operations, so that the time per iteration is given by the speed of the SpMV operations. We derived our implementation from an MPI-parallelized version of MLEM developed earlier [16]. The SpMV operations are parallelized by dividing the sparse matrix into groups of rows containing approximately the same number of non-zero elements. Each group is then assigned to a HALadapt thread. Due to this approach, there is only one communication step (a reduction) at the end of each iteration.

In prior work we have shown that the original MPI-based MLEM code is memory-bound [27] and this behavior also applies to the HALadapt/OpenMP version of MLEM used here. Figure 2 shows the runtimes of MLEM for different fixed numbers of OpenMP threads, set using $OMP_NUM_THREADS$. The results show that the speedup does not increase significantly when run on more than six cores. The overall performance of the native OpenMP version of MLEM is similar to the MPI version [27].

4.2 Compute Intensive Application stressgen

To test our co-scheduling approach, we use a simple, compute intensive kernel (stressgen) to be scheduled concurrently with MLEM. The code for this kernel is shown in Figure 4, which takes it base idea from the standard Linux tool stress\(^1\). In order to reduce the memory footprint and to fit into the L1 cache of sk1 to a minimum, we chose a vector of 3500 double values. Figure 3 shows the scalability of stressgen alone.

\[\text{void cla(double* p, int length)}\]
\[\text{#pragma omp parallel for schedule (dynamic, 100)}\]
\[\text{for(int i=0; i<length; i++)}\]
\[\text{for(int j=0; j<5000000; j++)}\]
\[\text{p[i] = sqrt(p[i]);}\]
\[\text{p[i] = pow(p[i], 2);}\]

Figure 3: Native Performance of our stressgen code on sk1 without HALadapt

4.3 Profile Training

In order to test our modified HALadapt version, we first need to complete the profiling step while varying the number of cores. In our current setup, we have a static profiling process, which is implemented by calling the execution kernel 24 times, with one additional core for each kernel each time. We consider all four compute kernels for the MLEM code and the one for stressgen, but we then discard the kernels calcCorrel_CPU and calcUpdate_CPU due to their short runtime. While, this profiling step can lead to a high overhead, especially for long running compute kernels, it is typically compensated by the fact that the same application is executed many times in a similar setup and environment, as it is common for HPC codes. Improvement to this profiling process, such as using hints on resource requirements for applications provided by the programmer or using interpolation and performance prediction, are currently under development.

5 RESULTS

In the following we show experimental results of running MLEM in combination with the stressgen kernel. For this we port MLEM to HALadapt, which mainly entails switching from object data structures to regular arrays. These changes have some small impact on runtimes when comparing OpenMP and HALadapt executions, but these differences do not affect the results.

As MLEM has a lower execution time than stressgen, we run 10 MLEM iterations, which matches the real-world set up for MLEM. As the baseline, we use a combination of the fastest MLEM and stressgen executions which means both codes use all 24 processing cores.

\(^1\)https://people.seas.harvard.edu/~apw/stress/
cores and are executed successively. This results in a total execution time of 40.44 s as the sum of $10 \times 2.36$ s for ten MLEM iterations and 16.84 s for the stressgen with 24 threads, as measured on the sk1 system described in Section 4, which we use for all experiments.

5.1 Effectiveness of Co-Scheduling with HALadapt in a Single Task Graph

The first set of experiments combines the MLEM application and the stressgen kernel in a single task graph and then uses a single HALadapt instance to execute it, thereby allowing a cooperative scheduling of the two kernels. To reduce the impact of variation, we execute the graph ten times and report the average execution time for the whole graph.

Using this setup, the integrated scheduling mechanism created the following schedule (as shown in Figure 5 (left)):

- MLEM is separated into four kernels with only the forward and backward projection having an OpenMP implementation. The other kernels are executed sequentially as described in Section 4.1.
- HALadapt mapped the forward projection to the first four processing cores and the backward projection to the first six.
- The stressgen kernel was mapped to the last 17 processing cores.
- One core is left idle.

The resulting schedule for MLEM matches the results from the native execution in Figure 2, which also shows a scaling limitation when using more than six threads. The results of the combined schedule in Table 1 show that the co-scheduling mechanism reduces the execution time (which includes the overhead of the scheduling mechanism) significantly and is able to reach a speedup of 1.71. The core left idle is mainly due to the minimal scaling factor of 10%, which we chose in this paper. This setting means that if the application cannot scale more than 10% with an additional core, it will not get more resources. This limit is reached after six cores for MLEM and 17 cores for stressgen.

5.2 Effectiveness of Co-Scheduling with HALadapt in Disjoint Processes

In the second experiment, we run the two codes, MLEM and stressgen, in two different HALadapt instances. As mentioned before, HALadapt is able to share the waiting queues of the abstracted processing units with other HALadapt instances, thereby allowing cooperative scheduling. The different HALadapt processes get started with a slight delay to ensure an ordered scheduling.

The problem in this scenario is that we are not able to measure the kernel time separately. Instead, we have to measure the execution time of the complete processes including all data initialization and setup for the HALadapt runs, which reduces the effectiveness. For the second scenario, the mechanism created the following schedule:

- HALadapt maps the forward projection to the first four cores;
- the backward projection to the first five processing cores;
- the stressgen kernel to the last 17 processing cores again;
- leaving effectively two cores idle.

Overall, this execution ends up using one core less than in the single instance scenario. This is because in this experiment the data initialization and setup had to be included in the measurements of the HALadapt runs limiting the scaling behaviour of stressgen. The measured execution times (average of 10 runs) are listed in Table 2. Due to the static scheduling at the beginning of the task graph launch, the order in which the two task graphs are launched matters. In the scenario in which the stressgen kernel was scheduled first (scenario 2 in Table 2), it reserves 21 of 24 cores, leaving MLEM with only using the sequential kernels, increasing execution time by around 25%. If MLEM is started first, the schedule is as discussed above and shown in Figure 5 (right). In this scenario (cf. scenario 1 in Table 2), HALadapt is able to achieve a speedup of 1.43 compared to the baseline, which is less than in the single instance case. The scheduling order is crucial in this case because we have only implemented a simple heuristic, which tries to optimize the number of processing units being used for a single application without considering following applications. This means that if an application with a good scaling behaviour is scheduled first almost all cores will be reserved for this application leaving no resources for following ones. In addition to the differences in the schedule, a slight decrease in speedup can also be contributed to the fact that HALadapt instances now have to share the waiting queues of the processing units and accesses to wait queues have to be enforced to be mutually exclusive via locks thus increasing the overhead for creating a schedule. Since the time measurements we obtained always include all initialization and setup time from HALadapt, the speedup is reduced when compared to the first experiment.

6 RELATED WORK

The concept of co-scheduling has gained traction in recent years. For example, Haritatos et al. [12] and Weidendorfer et al. [4] discuss classifications of application based on their resource usage and Bhaduria et al. [3] and Haritatos et al. [11] show first achievements in improving performance and energy efficiency using co-scheduling. Breitbar et al. [5] provide a detailed case study of co-scheduling scenarios in an HPC environment. Süß et al. [22] describe extensions for resource-aware workload scheduling and discuss the impact of co-scheduling on applications and De Blanche et al. [8, 9] present ways to ensure co-scheduling effectiveness. Further work focused on techniques for active resource partitioning to

| Table 1: Total execution time of the MLEM and stressgen co-scheduled in one instance |
|---------------------------------|-----------------|-----------------|
| Total execution time            | Baseline        | One HALadapt instance |
| 40.44 s                         | 23.61 s         | Speedup          |
| 1x                              | 1.71x            |

| Table 2: Total execution time of the MLEM and stressgen co-scheduled in two instances |
|---------------------------------|-----------------|-----------------|
| Total execution time            | Baseline        | Two inst. sc.1  | Two inst. sc.2 |
| 40.44 s                         | 28.28 s         | 54.54 s         |
| Speedup                         | 1x              | 1.43x            | 0.74x           |
Runtime systems for task-parallel systems for heterogeneous systems is also a growing field in research. One of the prominent representatives is StarPU [1]. As HALadapt, StarPU abstracts the underlying hardware and separates the application from its implementation. For a given task it selects the best implementation according to a desired scheduling algorithm. Although StarPU supports OpenMP, it does not analyze the scaling behavior of tasks to optimize the number of processing cores being used. The same is true for Nanos++ [23], a runtime system which is used to implement OmpSs [10], a programming model close to OpenMP with support for accelerators, and the Open Community Runtime (OCR) [17], which is specifically designed to support exascale systems. Legion [2] is a runtime system for parallel architectures, that detects tasks by analyzing the data organization of an application through so-called logical regions. In addition, Legion offers a mapping interface that enables users to implement their own mapping scheme along with a default mapper that selects the fastest implementation. This allows task stealing, but no automatic concurrency variation.

The concept of concurrency throttling, i.e., varying the number of threads or adapting the number of processing cores being used, has been adopted also in other runtimes. Wang et al. [25] evaluate the influence of varying the number of threads on an IBM’s Power8 system using loop granularity. In contrast to our work, Wang et al. do this by hand and do not use a learning based mechanism. Curtis-Murray presents the runtime system ACTOR [7], which is able to optimize the number of threads being used by predicting the resulting performance and choosing the most efficient thread count. In contrast to our method, ACTOR is limited to a single application whereas we can either include several applications as tasks in a single task graph or can cooperate between several HALadapt instances.

Another approach to optimizing the number of threads, and consequently the number of processing cores being used, is autotuning. Karcher et al. [13] propose an online autotuner called Perpetum, which is able to tune parameters like the number of threads being used of competing multicore applications at runtime. The drawback of this method is that the user has to know and mark the computational hotspots of an application him- or herself. The user also has to tell the autotuner which parameters to tune and state a parameter range. Both requirements add an additional burden on the user and lead to inefficiency due to missed tuning opportunities.

7 CONCLUSION AND FUTURE WORK

In this work, we show that task-based programming models can benefit from co-scheduling approaches. We build on the existing HALadapt runtime system, which already includes mechanisms to share individual node resources between different tasks across multiple processes and we extend it using a scheduling mechanism that optimizes the number of cores reserved by a kernel by considering its resource requirements and scaling properties. These two features combined enable a novel mechanism for efficient sharing of all cores on a node across multiple independent applications.

To achieve this, we first extend HALadapt’s profiling mechanism, used in the base runtime to enable history driven predictions of task implementations, to be core-aware. This allows HALadapt to monitor the runtime for a varying number of cores and to use the number of cores as a key in its performance database. We then added a new scheduling heuristic that only adds a new core to an OpenMP kernel if the runtime improved by a user configurable, yet static scaling factor. Overall, this allows 1) HALadapt to characterize the scaling properties of individual kernel implementations and with that to adjust the level of concurrency as needed and 2) HALadapt instances to coordinate to ensure minimal interference during co-scheduling. Our experiments show that, when combining a memory and a compute bound application, our system can provide up to 71% improvement in a single HALadapt instance and up to 43% in two separate instances compared to a non co-scheduled baseline.

Our experiments, however, also show cases in which the co-scheduling heuristics fail by scheduling applications in the wrong order, leading to an overall slowdown. This can be mitigated using a more complex scheduling mechanism: instead of making local decisions for kernels in order of a sorted list, a random search-based algorithm could be used to overcome local minima and optimize the task graph on a global level.

A second area of improvement is a reduction of the necessary profiling overhead. The current implementation status requires profiling runs for all possible number of cores, therefore increasing the number of necessary runs linearly with the number of available cores. We can decrease this overhead by only conducting profiling runs for a specific set of numbers of cores and then using interpolation or curve fitting to predict intermediate data points, although this can potentially decrease prediction accuracy. Other options are incremental refinements of predictions at runtime or a more aggressive pruning of the search tree in low-performing regions of the search space.

Finally, we plan on using HALadapt’s capabilities to abstract the hardware in heterogeneous systems and extend also these features to improve co-scheduling. In particular, applications written using HALadapt can provide multiple variants for different hardware types (e.g., Multicores, GPUs or FPGAs) for each computational kernel. We can use this to expand the possible scheduling options and with that further improving throughput of HALadapt applications.
As HALadapt is implemented in a modular fashion and all these modifications can be added without a need to change the underlying architecture, services like scheduling and profiling are organized as so-called call stack entities (Figure 6) and can be selected by the user independently from other call stack entities. Consequently, a modification of one call stack entity does not require changes in HALadapt’s base architecture or other call stack entities, providing us with an extensible framework to implement and evaluate co-scheduling in HPC systems.
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[9] Figure 6: All services in HALadapt are separated from each other and can be used and modified independently.

As HALadapt is implemented in a modular fashion and all these modifications can be added without a need to change the underlying architecture, services like scheduling and profiling are organized as so-called call stack entities (Figure 6) and can be selected by the user independently from other call stack entities. Consequently, a modification of one call stack entity does not require changes in HALadapt’s base architecture or other call stack entities, providing us with an extensible framework to implement and evaluate co-scheduling in HPC systems.
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ABSTRACT

The allocation of jobs to nodes and cores in industrial clusters is often based on queue-system standard settings, guesses or perceived fairness between different users and projects. Unfortunately, hard empirical data is often lacking and jobs are scheduled and co-scheduled for no apparent reason. In this case-study, we evaluate the performance impact of co-scheduling jobs using three types of applications and an existing 450+ node cluster at a company doing large-scale parallel industrial simulations. We measure the speedup when co-scheduling two applications together, sharing two nodes, compared to running the applications on separate nodes. Our results and analyses show that by enabling co-scheduling we improve performance in the order of 20% both in throughput and in execution times, and improve the execution times even more if the cluster is running with low utilization. We also find that a simple reconfiguration of the number of threads used in one of the applications can lead to a performance increase of 35-48% showing that there is a potentially large performance increase to gain by changing current practice in industry.

1 INTRODUCTION

This case-study evaluates the performance impact of co-scheduling industrial engineering simulations at a large manufacturing company in Sweden, AB Tetra Pak. We evaluate the difference between scheduling different types of parallel jobs on nodes dedicated to each job or co-scheduling several jobs to the same nodes. This is illustrated in Figure 1: In Figure 1a two different jobs are scheduled on one node each and in Figure 1b the jobs are co-scheduled on both nodes, thus sharing resources. Breslow et al. [1] refer to this as job-striping.

To evaluate the impact of co-scheduling with job-striping on the runtime and throughput of engineering simulations, we study two proprietary (3rd party) and one open-source software used in production at AB Tetra Pak: Abaqus, LS-Dyna, and Lammmps. The cases, in terms of configurations and input model data, executed by the programs are real production cases that represent a large body of simulations they run.

We first measure the execution-time impact of co-scheduling, then analyze the performance impact of different scheduling strategies, and finally, we look at thread versus MPI-processes configuration trade offs for the Abaqus software. Based on the results, we draw the following conclusions:

• Co-scheduling two jobs, with job-striping, results in around 20% higher throughput as well as 20% shorter execution times compared to executing the same two jobs as in Figure 1a.
• When a cluster is not fully utilized the execution times can be decreased further by executing the jobs over two nodes instead of on one node. Hence, it is beneficial to fill up all nodes without co-scheduling jobs before starting to co-schedule.
• With in-depth knowledge about the programs’ co-scheduling slowdowns, the job scheduler can increase the performance by another 5%.
• By reconfiguring the ratio of threads versus MPI processes for one of the programs, Abaqus, the performance is increased by between 35% to 48% compared to the default setting.

2 CLUSTERS FOR INDUSTRIAL ENGINEERING AND CO-SCHEDULING

There is a class of relatively small high-performance computing clusters that are used by industrial companies to perform engineering simulations. These systems range in scale from around 500 up to 100,000 cores. They use, as an example [2], Finite Element (FEM) simulations to simulate folding of e.g. paper, heat treatment, welding, or car crashes, and computational dynamics (CFD) algorithms.
to simulate, e.g., liquids flowing through a system of pipes, or air through a turbine or around a car.

A common denominator for industrial simulation systems is that they often run proprietary software and that the cost of software licenses is an order of magnitude higher than the cost of hardware procurement, energy use and maintenance combined [3]. To complicate matters the hardware and licenses are often shared between many engineers, thus, fairness and prioritization between users and projects are important. Our case-study company has a cluster of 450+ multi-core compute nodes where they run approximately ten major programs.

In the context of fairness and basic prioritization the engineers at Tetra Pak are allowed, at any given time, to run two jobs using a maximum of 24 cores each in the main queue. They chose 24 cores since that is the number of cores in a single node and since the scaling of the most expensive software declines after that point (when executing implicit FEM models). The maximum number of cores per job might very well change in the future. However, during off-hours (6pm-8am and weekends), another lower-priority queue is opened where no restrictions apply.

Many previous studies [4] [5] [6] [7] [8] have shown promising results in the area of co-scheduling with throughput increases in the range of 5-40% for the specific workloads. From [1], Breslow et al. made the case for co-location of jobs by job-striping where they by co-scheduling pairs of jobs on a set of nodes improved the average throughput by 12%.

The goal of co-scheduling is to decrease the slowdown caused by resource contention when executing programs that use different resources at the same time. Co-scheduling is as important on the operating system level as on the compute node or cluster level. At the operating system, or intra-node level; Süß, et al. [9] looked at different scheduling strategies to improve the operating system co-scheduling efficiency and Eyeman and Eeckhout [10] showed that their probabilistic symbiosis approach achieved a 19% reduction in job turnaround time for a four-threaded SMT enabled processor.

When possible, the intra-node co-scheduling problem can be made easier by co-scheduling processes that do not compete for resources on the same node. On a large cluster many (co-) scheduling decisions, i.e. which program to run on which nodes together with which other program(s), are taken every minute. Several techniques [3] [11] [12] [13] [14] for resource usage and co-scheduling slowdown characterization have been suggested. Breithart et al. [4] suggest that processes should be migrated to other nodes if resource contention causing large slowdowns are detected, which is a technique commonly used for virtual machines in data centers and clouds.

The main question we ask in this case-study is, would it be better to run the simulations according to Figure 1a or 1b. Would the jobs benefit or be hurt by co-scheduling? However, one should keep in mind that in case 1a there are P processes or threads from the same program competing for resources and in 1b there are P/2 processes from program A and P/2 processes from program B competing for resources.

3 HARDWARE AND SOFTWARE

The co-scheduling slowdown measurements were carried out on compute nodes equipped with two Intel Xeon E5-2650 v4 processors. Each E5-2650 has 12 cores and one node has 128 GB of RAM. The cluster has a 56-Mbps InfiniBand network for communication between nodes.

The programs studied were two proprietary Finite Element solvers, Abaqus (ABQ) and LS-Dyna (LSD), and one open-source molecular-dynamics simulator, Lammps (LAM). Abaqus is developed by Simulia, 3DS and the standard implicit solver is used to perform a simulation on a paperboard. The model used as input takes approximately 4 hours to execute in parallel on a single node using 24 cores. The Abaqus standard solver can be executed on a single node or over several nodes. It uses MPI to spawn one process per node and then each process creates several threads to carry out the simulation in parallel. Abaqus is licensed on a per thread basis, the more threads you use, the more licenses are required. The license usage scales with roundDown(7T422), where T is the number of threads.

Lammps is a molecular dynamics code, and an acronym for Large-scale Atomic/Molecular Massively Parallel Simulator [15]. It is distributed as an open-source code under the GPL license. Lammps use MPI to distribute jobs over the assigned cores. The model used is a real production model and it executes in 1 hours and 49 minutes using one node and 24 cores.

The third software is LS-Dyna from Livermore Software Technology Corporation (LSTC). LS-Dyna is mostly known for running large explicit FEM models over hundreds or thousands of cores. However, in this case-study we use the implicit solver to run a production case that has been shortened in order to not execute for so long. The shortened model finishes in 28 minutes when executed on 24 cores in a single node. The LS-Dyna solver use MPI to distribute processes over cores and it allocates one license per core.

All measurements were performed on the production system and many different, but identical, nodes were used. The programs were always spawning 24 worker threads or processes over one or two nodes. When calculating the co-scheduling execution times of jobs with different length the software with the shorter execution time was padded with extra executions so the pressure on the longer job was sustained during the entire execution. To get reliable data each measurement was repeated at least three times, and the average execution time was used. The repeat measurements were performed on different nodes and on different days.

4 CO-SCHEDULING EVALUATION

From this point on we will refer to the Abaqus software and the FEM model used as ABQ, the Lammps software and that model as LAM, and the LS-Dyna software and model as LSD. The first column in Table 1 shows the execution time, in minutes, when running the jobs on all cores in a single node. The second column shows the execution time when running the same job over two nodes, only utilizing half of the cores in each node and letting the remaining cores be idle. As can be seen all jobs experience a speedup when they are split over several nodes. Thus, indicating that the single node performance is limited by resources other than the cores. The speedup when allocating two (half-)nodes is between 12% to 29%. The measurements also show that the negative impact of the single
Table 1: Comparison between executing each type of job (software and model) using 24 cores on one node or splitting the job over two nodes, utilizing 12 cores on each node. Execution times are given in minutes.

<table>
<thead>
<tr>
<th></th>
<th>Execution on single node</th>
<th>Execution on two half-full nodes</th>
<th>Speedup on two nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABQ</td>
<td>246 min</td>
<td>196 min</td>
<td>20%</td>
</tr>
<tr>
<td>LAM</td>
<td>109 min</td>
<td>95 min</td>
<td>12%</td>
</tr>
<tr>
<td>LSD</td>
<td>28 min</td>
<td>20 min</td>
<td>29%</td>
</tr>
</tbody>
</table>

Figure 2: The impact of co-scheduling. All jobs but Single node are executed over two nodes. All numbers are relative to the execution time of a job executing alone over two nodes.

Node resource sharing is far greater than the added communication cost that arise when a job is distributed over two nodes.

The speedup gained comes with the cost of doubling the hardware allocation for a job. A bit non-intuitive, this can still be cheaper when accounting for software license costs. As earlier stated it is common in the industrial engineering field that the license costs represent $9/10^4$ of the total cost and the hardware only $1/10^4$. Hence, doubling the hardware increases the job cost by 10% but decreases the execution time by 12-29%.

Figure 2 shows the relative execution time of different execution possibilities for our jobs. The first two bars show a single job execution either over two nodes or on a single node. Executing the job over two nodes is significantly faster. The three last bars show how the execution time is affected when the job is executed over two nodes and co-scheduled with another job (job-striping). As can be seen, the execution time increases slightly for ABQ and LAM, up to 3% while LSD sees execution time increases of between 10% and 13%. LSD is most sensitive to resource competition, which was anticipated given that it saw the largest benefit of being split over two nodes. Also, LAM has a large negative impact on co-scheduled processes, also when co-scheduled with itself. Hence, not combining anything with LAM would be a good idea. We currently have no explanation about why LAM is executing faster when co-scheduled with Abaqus.

Co-scheduling two jobs on two nodes increase the per-job execution time compared with executing one job over two nodes. However, executing one job per node is always slower by 11% to 21%, on average 17%. The real benefit of co-scheduling lies in the throughput. In Figure 2 all bars, except Alone, represent the completion of two jobs. The execution slowdown when co-scheduling two LSD jobs, which has the largest slowdown, over two nodes is 10% but two LSD jobs are able to finish simultaneously. Table 2 summarizes the throughput increase compared to executing one job over two nodes, which is at least a factor of 1.82, as well as compared to executing two jobs on separate nodes, which is at least a factor of 1.12.

Co-scheduling two jobs over two nodes (job-striping) results in a 0-13% slowdown in execution times, compared to executing one job over two nodes. But, the throughput is increased by 82-100%. If we compare with executing two jobs on two separate nodes, the co-scheduling execution times are 12-27% shorter and the throughput is 12-27% higher. These measurements show that by co-scheduling ABQ, LAM, and LSD, we get both shorter execution times as well as higher throughput, compared to when two jobs are executed on one node each.

5 COMPARING CO-SCHEDULING STRATEGIES

To illustrate the impact of co-scheduling, we now investigate different (co-)scheduling strategies based on our three programs. What would be the best way to schedule a set of random jobs given equal distribution between ABQ, LAM, and LSD? We choose to evaluate the difference between eight different scheduling strategies:

**Default:** Use the default algorithm of running one job on one node. Keeping all processes of the same job on the same node. This strategy is often used to minimize communication latencies.

**50% usage:** Each job is executed over two nodes, effectively leaving half of the cores idle.

**Same type:** All jobs are co-scheduled so that two jobs of the same software using the same model share two nodes, i.e., two ABQ jobs share two nodes, etc.

**Terrible Twins:** Two jobs are co-scheduled over two nodes but they are never co-scheduled with another instance of the same program. In earlier studies [16] [17], we showed that, on average, it would be slightly beneficial not to co-schedule several instances of the same program on the same node, but instead co-schedule different programs.

**Keep ABQ:** ABQ jobs are co-scheduled with another instance of themselves over two nodes. LAM and LSD are co-scheduled over two nodes with each other.

Table 2: Throughput increase when co-scheduling two jobs over two nodes compared to one job over two nodes and two jobs executing on one node each.

<table>
<thead>
<tr>
<th>Compared to</th>
<th>ABQ</th>
<th>ABQ</th>
<th>ABQ</th>
<th>LAM</th>
<th>LAM</th>
<th>LSD</th>
<th>LSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single job over two nodes</td>
<td>1.97x</td>
<td>2.00x</td>
<td>1.90x</td>
<td>1.96x</td>
<td>1.87x</td>
<td>1.82x</td>
<td></td>
</tr>
<tr>
<td>Two jobs on one node each</td>
<td>1.24x</td>
<td>1.20x</td>
<td>1.26x</td>
<td>1.12x</td>
<td>1.18x</td>
<td>1.27x</td>
<td></td>
</tr>
</tbody>
</table>
Keep LAM: LAM jobs are co-scheduled with another instance of themselves over two nodes. ABQ and LSD are co-scheduled over two nodes with each other.

Keep LSD: LSD jobs are co-scheduled with another instance of themselves over two nodes. ABQ and LAM are co-scheduled over two nodes with each other.

Co-mixed: Jobs are co-scheduled over two nodes together with another job. All combinations are allowed, and no restrictions apply.

Figure 3 shows the throughput given an even amount of work of each job type and a 100% cluster utilization. It is interesting to note that the 50% usage approach performs at 63% of the Default approach, even though it only utilizes half of the cores in the cluster. This is thanks to the jobs’ shorter execution times when running alone.

The six co-scheduling approaches can be divided into three generic and three specific alternatives. The generic ones, that do not require any knowledge about the specific programs, are Same type, Terrible twins and Co-Mixed. They all perform approximately the same, around 21% better than Default. Co-mixed performs 0.4 percentage points better than Same type and 0.4 percentage points worse than Terrible twins. This goes well with earlier studies on Terrible twins [15,16] which have shown the same pattern. However, among the specific alternatives (Keep ABQ, LAM, or LSD) the spread is 4.5 percentage points. This shows that with in-depth knowledge of the jobs it is possible to outperform the generic methods by, in this case, 1.8 percentage points, and the Default by 23.4%. To conclude, in a fully utilized (100% loaded) cluster there is a significant benefit of co-scheduling two programs on two nodes. Turning to Table 3 it becomes obvious that the benefit is even higher when the cluster is not fully utilized. This is due to the faster execution times when a job runs over two nodes instead of a single node. At 75% load 2/3 d of the jobs are co-scheduled and 1/3 d is executing over two nodes, alone.

When the cluster has a utilization of 50% or lower, all co-scheduling approaches are simply placing jobs on two nodes while not performing any actual co-scheduling. Co-scheduling starts when the utilization rises above 50% and we can see that all six co-scheduling approaches have quite similar performance. The Co-Mixed approach is the easiest to implement since no consideration is taken to which jobs should be co-scheduled. Terrible Twins deliver slightly better performance, and the heuristic is quite simple; do not put two instances of the same program on the same nodes. However, implementing Keep LSD renders the best overall performance. The drawback of the Keep approaches is that we must first measure the performance of all combinations before we can select which ones to co-schedule and which ones to not.

Not only are the throughputs higher for the six co-scheduling approaches in Table 3 compared to Default, the job execution times are also between 11% and 29% shorter.

6 ABAQUS AND MP_HOST_SPLIT

The Abaqus software has a setting that makes it possible to specify the number of MPI processes to use per node, mp_host_split. The default value is one process per node, and that setting was used in all previous measurements. To evaluate the impact of this setting, we decided to set mp_host_split to 4 and measure the impact it has on the execution time, throughput and co-scheduling slowdowns.

When mp_host_split is set to 4 and Abaqus is executed on a single 24-core node, it will start four MPI processes and each process will spawn 6 threads. This is the same division that would happen if the job was spread out over four nodes. In some sense, mp_host_split is splitting up the workload in four smaller pieces and co-scheduling them on the same node. From now on we will refer to this mixed parallelization approach with 4 processes per node as ABQ split. Figure 4 illustrates the number of processes and threads for the different settings. As exemplified in Figure 4d, ABQ split, when executed over two nodes, will create four MPI processes on each node which spawns three threads each.

Table 4 compares the execution times of ABQ split with Abaqus. On a single node, there is a 48% speedup. When executing over two nodes ABQ split is 35% faster. However, ABQ split do not gain much by executing over two nodes, the difference between executing on a single node compared to two nodes is only two percent.

Splitting the ABQ job into several MPI tasks with fewer threads is recommended. The reasons behind this is probably twofold. First, performance almost never scales linearly with the number of threads, the law of diminishing returns state that the benefit of each new thread is less and less. So, solving four problems sequentially using 24 threads at a time might not be as fast as solving the four...
Figure 4: The four images a-d illustrate how a 24-process job of ABQ and ABQ distributes its MPI processes and threads when executing on a single node or over two nodes.

Table 4: Comparison between standard ABQ (1 processes per node) and $ABQ^{split}$ (4 processes per node). The 24 threads are evenly divided between the processes.

<table>
<thead>
<tr>
<th></th>
<th>Execution single node</th>
<th>Execution two half-full nodes</th>
<th>Speedup on two nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABQ</td>
<td>246 min</td>
<td>196 min</td>
<td>20%</td>
</tr>
<tr>
<td>$ABQ^{split}$</td>
<td>129 min</td>
<td>127 min</td>
<td>2%</td>
</tr>
<tr>
<td><strong>Speedup</strong>$ABQ^{split}$</td>
<td><strong>48%</strong></td>
<td><strong>35%</strong></td>
<td></td>
</tr>
</tbody>
</table>

problems in parallel using six threads on each problem. Secondly, by using four MPI processes chances are that not all four processes will use the same off-core resources at the same time. Hence, if the processes resource requests are interleaved the resource congestion will decrease. Thus, the resource demands of $ABQ^{split}$ will be more even, over time compared to ABQ.

When looking at co-scheduling slowdowns, $ABQ^{split}$ is more susceptible to slowdowns than ABQ, as can be seen in Figure 5. When $ABQ^{split}$ is co-scheduled, over two nodes, with another instance of $ABQ^{split}$ the execution time is increased by 17%, compared to 2% for ABQ. When co-scheduled with LAM, the slowdown is 21%, compared to 3% for ABQ. But LAM executes one percentage point faster when combined with $ABQ^{split}$ then with ABQ.

In conclusion, $ABQ^{split}$ makes better use of the resources, and executes between 23% and 35% faster than standard ABQ in all co-scheduling combinations. The drawback is that it becomes more susceptible to co-scheduling slowdowns, as illustrated in Figure 5.

$ABQ^{split}$’s increased susceptibility to co-scheduling has a direct impact on the (co-)scheduling approach where the scheduler first starts to execute all programs over two nodes and starting to co-schedule them when the load goes above 50%. The approach still increases the overall throughput for the general co-scheduling mixes (Same type, Terrible Twins, and Co-Mixed) with between 9% and 11% on a fully loaded cluster. When the load is 50% or less the throughput is 19% better then Default.

The Terrible Twins approach has a throughput that is two percentage points higher than Same type and one point higher than Co-Mixed. Turning to the approaches that require program-specific knowledge we can see that Keep LSD has the best throughput increase with 14%. One has to keep in mind, though, that with loads above 50% some $ABQ^{split}$ jobs will see an execution time increase compared to Default. Still, the execution times are always significantly better than for ABQ.

7 CONCLUSION

This case-study examined the performance impact of co-scheduling jobs over two nodes, i.e. job-striping, compared to running each job on a separate node. The overall conclusion, based on experimental results of three different engineering programs, executing production models, on a cluster with 24-core nodes, is that co-scheduling always results in higher throughput. In this case the throughput increase was 12-27% which is higher then the average job-striping throughput increase of 12% shown in [1].
Execution times are also improved: spreading a job over two nodes, utilizing 24 of 48 cores, improves the execution time by 12-29% compared to executing the exact same job on a single node. However, adding a second, co-scheduled, job to the same two nodes results in a slowdown, but only by 0-13%. Hence, node sharing (co-scheduling) both increases the throughput and shortens the run times of co-scheduled jobs.

This is even more so when the cluster is running with less than 100% utilization. Then, some, or all, nodes will run half full, and these nodes will not experience any co-scheduling slowdowns, but will still gain from the execution time speedups. Hence, we propose a scheduling strategy that first allocates jobs to empty nodes and only when there are no empty nodes start to co-schedule.

Based on an analysis of eight scheduling strategies, we can also conclude that different rules about which applications to co-schedule have a minor effect on the performance. The largest gain, an average speedup of 21%, has already been obtained by spreading a job over two nodes. The impact of different scheduling rules results in speedups between 19% up to 24%. One of the better strategies is also the simplest to implement: first place jobs on empty nodes, when there are no empty nodes just randomly place jobs on nodes without relying on any prior knowledge on slowdowns.

One final conclusion that can be made is that program settings can have a large influence on the results. By changing a setting in the Abaqus software that increases the number of processes and reduces the number of threads per process, the execution time for this application is reduced by 48% when running on a single-node and 35% when spread out over two nodes. However, the program now also becomes more sensitive to co-scheduling, resulting in larger co-scheduling slowdowns. Nevertheless, the overall performance is still much better than when using the original program settings.

Being only a case study, there are many options still to explore. For example, only three programs have been studied. Other options would be to execute programs on greater number of nodes or co-scheduling three or more programs on the same node. This case study clearly shows that there is much to gain by distributing programs and enabling co-scheduling.
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ABSTRACT

We study codes deploying multiple MPI ranks to one node where each rank is parallelised with TBB. A static assignment of cores to ranks here is disadvantageous if the load is not perfectly balanced, the runtime is subject to fluctuations or one MPI rank runs through phases with low concurrency. We propose an extension to TBB where developers manually annotate which code parts could exploit further cores. The cores are then dynamically associated with ranks. Our approach is decentralised, lightweight and minimally invasive w.r.t. code modifications. Some brief performance studies suggest that a flexible, permanently changing assignment of cores to compute ranks can outperform a static distribution, while greedily haggling over cores throughout a simulation might perform even better.
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1 INTRODUCTION

With clock rates in supercomputers plateauing, future generations of high-end computers will obtain their unprecedented capabilities from an increase of the number of cores that are integrated into every single node. Their nodes are small systems on chips. Though some roadmaps and funding calls demand for radical re-writes of our simulation software such that the codes exhibit omnipresent concurrency, we do believe that many supercomputer users will “simply” decompose machines with many cores per node logically into machines with many nodes and fewer cores. They will deploy multiple MPI ranks per node and assign each rank a subset of the available cores per node, as they want to continue to use their multi-decade legacy codes which cannot be rewritten from scratch. At the same time, supercomputing codes will retain code fragments with nested fork-join (NFJ) patterns as well as MPI synchronisation points. They will continue to run through phases with limited concurrency. Without novel node usage paradigms, many scientists will thus struggle to exploit the full potential of new supercomputers with their existing codes. A novel paradigm however has to come along with marginal code modifications. Otherwise, it will struggle to become accepted. We propose such a paradigm for Intel’s Threading Building Blocks (TBB).

Classic load balancing uses cost models and runtime measurements to determine homogeneous workload distributions. It minimises runtime differences between ranks. This mitigates but does not eliminate inefficient node usage patterns which arise inevitably from thread-based NFJ and MPI synchronisation, i.e. once we assign each rank a fixed (and usually the same) number of cores to be exploited via multithreading. If sequential or low-concurrency phases per rank remain, even load-balanced codes continue to run into phases where few cores of a node are utilised. Temporal ill-balancing is amplified by algorithmic fragments with unpredictable workload (localised Newton-solves, e.g.), IO scattered among the nodes, or performance fluctuations caused by vector instructions, e.g. We focus on the classic time stepping from the ExaHyPE code [3] in this manuscript. ExaHyPE uses adaptive mesh refinement (AMR) with multiple MPI ranks, each parallelised with TBB, per compute node. Here, cores inevitably run into waits for other ranks per time step, while some internal program parts fork threads and join them again: Large fragments of each time step exhibit an enormous concurrency while the remainder scales only up to few cores. No matter how sophisticated the load balancing, a fixed association of cores to ranks is inappropriate at certain program phases.

The present paper follows a paradigm shift. Instead of assigning work to fixed rank-core assemblies, we make cores dynamically join the ranks that most need additional compute power. The core-rank association follows the workload, i.e. data distribution, and the core per rank ratio changes over time. From a programming model point of view, such a paradigm makes ranks invade cores when compute resources are needed and they retreat from these cores afterwards to free resources for other ranks. It falls into the class of invasive programming [9]. While we focus solely on one MPI code, all techniques also work if different applications run concurrently.

Our approach is minimalist: We disable features such as masking and make each rank running on one node occupy all hardware threads. If hyperthreading is disabled, physical threads correspond to cores. We thus use the terms as synonyms. For R ranks per node with C cores, each core is overbooked as we launch in total \( R \cdot C \) (logical) threads. All the ranks on one node agree through a shared memory region, a scratchpad, which cores may be used by which
rank for their work. This establishes a lightweight communication channel between ranks. Once a rank has obtained \( c \) cores for work, it spawns \( C - c \) lock tasks. Lock tasks make their designated threads sleep. This effectively releases the core for other ranks to perform their work. Invasion of cores in this model corresponds to a termination of the corresponding lock tasks.

Invasive programming and invasive code ingredients have been proposed before (see e.g. [2, 6, 8]). The present integration of a straightforward, lightweight, scratchpad-based, decentralised, and easy to use invasive extension of TBB into existing C++ codes is, to the best of our knowledge, however new. We believe that the proposed approach can help scientists to exploit manycore architectures more efficiently. For the very first time, standard load balancing is given a powerful and lightweight assistant: Our programming concept allows for an easy-to-use and fine granular adaption of computing resources throughout all phases. Communication overheads of a centralised resource manager are eliminated by the utilisation of a inter-program shared scratchpad.

The remainder is organised as follows: We start from a description of our minimalist application programming interface (Sec. 2) before we highlight the technical realisation. Both ingredients allow us to compare the proposed solution to existing approaches (Sec. 4). We quickly sketch the integration of our new techniques into an existing solver (Sec. 5) hereafter before some preliminary performance studies uncover the techniques’ potential. A brief wrap up and outlook in Sec. 7 close the discussion.

2 APPLICATION PROGRAMMING INTERFACE

Our application programming interface (API) picks up idioms of TBB. The proposed API itself is implemented on top of TBB as an additional layer. An existing TBB parallelisation acts as starting point. We require the user to instantiate a class SHMInvade whenever additional cores would be of use, i.e. a user has to insert further code statements.

The construction of SHMInvade checks the scratchpad content for additional cores to “help out” on the computation. Here, the number of additionally requested cores is used as an upper bound for the new cores to be invaded. These additional cores are released automatically by the destructor of the SHMInvade object. Alternatively, users may manually free the cores before. The concept mirrors the realisation of TBB’s scoped_lock.

```cpp
foo(); // ran on default number of cores
/// try to get up to three additional cores
SHMInvade invade(3);  
tbb::parallel_for...{
    if (i==0) {
        // try to book up to two more cores
        SHMInvade invade(2);  
        bar();  
    }  // release two more cores
...  
}
```

Our approach

1. neither requires the user to alter the original TBB code,
2. nor does it require the user to keep track of how many cores actually have been grabbed (invaded)—this information is stored internally within the SHMInvade object,
3. nor does it put any constraints on the invasion cardinality.

For expensive interior operations (bar () in the example above), it might be advantageous to book cores on short note and then to release them immediately, as other ranks running in SPMD mode might benefit from released compute resources. Overall, it however also is possible to work with very few SHMInvade objects held on an outer loop level: our demonstrator code for example can invade cores prior to the time stepping loop, and it releases those cores once this loop has terminated and the rank enters an MPI communication phase. The invasive infrastructure supports both granularity paradigms and any hybrid combination of them.

Our invasive realisation offers a robust, reliable resource management: Resources are physically allocated and freed by individual applications through instances of SHMInvade. As the ownership of compute data is encapsulated within the object, we can ensure that no core-to-rank assignment is corrupted. We also foster that programmers release resources on time and no instance behaves greedily. While our invasive realisation is minimally invasive w.r.t. programming—code is solely augmented—our work realises two design criteria which require developers to revise and rethink their solutions:

- Algorithm-aware programming: The application has to be aware where its algorithms run into arithmetically challenging phases. Such an awareness drives the sophisticated insertion of SHMInvade instances as it is not for free to instantiate this object.
- Resource-aware programming: Each application is responsible to take care of the resource demands of the other ranks running on the same node. A sophisticated application optimises the overall resource utilisation locally per rank under consideration of the performance and resource requirements of other ranks.

3 REALISATION

Once a rank starts up on a node, it issues TBB threads on all of the node’s cores. In a second step, it establishes access to a scratchpad, a common memory region used by all threads. From hereon, the SHMInvade objects take over control as they argue through the scratchpad whether additional cores can be invaded, or they notify the other ranks through the scratchpad if cores become available.

3.1 Lock tasks and work stealing

We invert the actual invasion procedure: Ranks do not actively invade cores, but they actively retreat from cores. We assume that TBB’s workstealing keeps all \( C \) threads busy by default. If a rank has to retreat from a core—it retreats from all cores besides its “master” one at startup—it spawns a lock task and marks, protected by a system mutex, the thread to be freed. Lock tasks are scheduled through TBB’s enqueue command and thus are starvation resistant. If TBB’s work stealing issues a lock task on a misfitting hardware thread, this lock tasks reschedules itself and yields immediately. If a lock task is ran on its corresponding thread and the thread is marked to be freed, the tasks sends the executing thread to sleep.
If a lock task is ran on its corresponding thread and the thread is to be used, the lock task terminates. Waking up threads is thus accomplished by unseting the marker for a particular thread. This eventually terminates a lock task. Oversubscription of cores on purpose is not supported yet by our approach.

### 3.2 Scratchpad

We use a POSIX shared memory object as scratchpad for the ranks. Each process allocates a shared memory mapped region using `shm_open(...)`, `ftruncate(...)`, and `mmap(...)`. Such shared memory objects behave as in-memory shared files between the MPI ranks. Using `ftruncate` to resize the memory object assures that the object is initialised with 0-values in case that it wasn’t initialised before. An additional field `is_initialized` indicates that the data in the shared memory region was not initialised yet and allows the first rank creating the object to set up all data appropriately.

Besides a `spin_lock` used to lock the content of the shared memory block, the scratchpad holds some global properties (such as the number of known cores administered through it) plus a table of all cores on this machine and a table of all ranks (see Table 1).

At startup, each rank acquires a unique index within the shared memory region. The indices range from 0 to \( R − 1 \).

1. `num_active_threads = 0`
2. `lock()`
3. `reg_process_pids[counter_reg_processes] = PID`
4. `reg_process_cores[counter_reg_processes] = 0`
5. `user_data_per_process[counter_reg_processes] = \{0, ..., 0\}`
6. `counter_reg_processes++`
7. `unlock()`

Each rank with process ID `pid` corresponds to one entry within `reg_process_cores`. To invade a core, we lock the shared memory region, and we determine how many cores are globally available (`num_free_cores`). Once determining the number of cores to invade, the fields `num_free_cores` and `reg_process_cores` are updated. This is accomplished within the locking phase to avoid race conditions. After this, the access to the shared memory region is unlocked. All other TBB-related actions (see previous section) are executed after unlock the shared memory region. Retreating from a core works in a similar way.

Overall, the scratchpad avoids a centralised resource manager [2, 6, 8]. No master process exists and the applications have to bargain amongst themselves for the best resource allocation. This removes the overheads of communicating the master process as well as starting and scheduling the runtime of the master process.

We close this section with a brief discussion on the scalability limits of locking the shared-memory region. The scalability limitations for this depends on the overheads of the mutual exclusive access, the time to read/update the shared memory region and the number of processes which perform this in parallel. We used spinlocks for their low overheads compared to system mutices. This keeps the serial overheads low. We assure that the invasive operations are only used to invade/retrait cores and that user-space operations are only allowed to block-wise load and write data during a spinlock phase. Finally, we focus on commodity multicore chips, only. Additional hardware-related scalability limitations such as false-sharing and NUMA effect might arise but were not further investigated in the present work but might lead to unexpected behaviour.

### 3.3 User data exchange

Our approach technically relies on a greedy invasion of compute cores. We outsource a responsible and sustainable usage of cores to the users. As such, it is convenient to offer an additional table in the shared memory regions, which developers can use to exchange properties between the different ranks on one compute node. The unique index per node from \( \{0, \ldots, r − 1\} \) identifies which rank is allowed to write into which row of such a table, while all ranks may read all entries.

### 4 RELATED WORK AND CONTEXT

Tailoring and optimising the assignment of computing resources to processes is not new, dynamic, i.e. online approaches are rare though. We notably refer to work published under the umbrella of [9] for related work. Reacting to changing resource requirements, i.e. to invade resources and to retreat from resources, can for example be realised through a centralised [2, 6] or distributed [7] resource manager. Our approach abandons the idea of any resource manager and instead proposed a marketplace where ranks can grab cores in a first-come-first-served manner. It allows us to require users to augment their codes but not changing them while it puts the responsibility for sustainable resource usage on them. In practice, we consider it to be a convenient strategy in HPC, as we (i) assume that multiple ranks running on the same node are not perfectly balanced anyway, (ii) have to synchronise in regular time intervals, (iii) have NFJ source code fragments and (iv) run into close-to-serial communication phases regularly. If one rank thus invades, at one point, an inappropriate number of cores, it finishes earlier and frees these resources earlier. The total balancing smooths out over given time intervals such as time steps.

The two omnipresent HPC standards MPI and OpenMP lack support for such lightweight dynamic resource assignment. For recent MPI, adding new computing resources is part of the standard. Despite recent investigation of fully malleable MPI [4], it remains unclear how “cheap” such MPI splits are, what implications for the data transfer (message passing) arise, and whether current MPI implementations and supercomputer job schedulers support an aggressive growth of MPI processes. In OpenMP, a dynamic resource management was investigated in [2, 6, 8], e.g. All approaches however only support resource reallocation in rather outer loops. It is not possible to invade additional cores while other logical threads of the application run concurrently as the scheduler has to be restarted. Finally, we note that projects alike [3] investigate into work stealing in-between MPI ranks. If such a technique is applied in-between ranks deployed to the same node, it smoothly out load imbalances per node, too. Yet, all paradigms start from the motivation to balance the work given a certain hardware configuration. Our approach tailors the hardware configuration towards the actual runtime behaviour.
Table 1: Global data structures with data to be filled in. All variables are declared as volatile, hence are not cached in registers but always read from memory.

<table>
<thead>
<tr>
<th>Type</th>
<th>Identifier</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mutex</td>
<td>spin_mutex</td>
<td>Spin mutex to avoid race conditions</td>
</tr>
<tr>
<td>bool</td>
<td>is_initialized</td>
<td>True if this data structure is already initialized</td>
</tr>
<tr>
<td>int</td>
<td>max_available_cores</td>
<td>Maximum number of possible threads (≤ C (max cores))</td>
</tr>
<tr>
<td>int</td>
<td>num_free_cores</td>
<td>Current number of free cores (≤ C (max cores))</td>
</tr>
<tr>
<td>int (atomic)</td>
<td>counter_reg_processes</td>
<td>Number of registered processes using SHMInvade</td>
</tr>
<tr>
<td>pid_t</td>
<td>reg_process_pids[]</td>
<td>PIDs of registered programs</td>
</tr>
<tr>
<td>int</td>
<td>reg_process_cores[]</td>
<td>Number of used cores for each program</td>
</tr>
<tr>
<td>void</td>
<td>user_data_per_process[][]</td>
<td>User-specific data for each process</td>
</tr>
</tbody>
</table>

5 INTEGRATION

For our proof-of-concept, we investigate two different approaches. In the first approach, we make each rank start per time step from only one core and rely on an on-the-fly invasion to balance out an appropriate distribution of cores to ranks. In the second approach, we make all ranks running on one node to minimise their total runtime in a joint afford. The ExaHyPE engine [3] acts as testbed. We simulate the two-dimensional Euler equations [5] on dynamically adaptive grids (Figure 1). The software base is interesting for multiple reasons:

- The code runs on a dynamically adaptive grid where the grid changes in each and every time step.
- The ADER-DG scheme is a predictor-corrector scheme where a computationally expensive predictor phase is followed by a reasonably cheap non-linear Riemann solve for the discontinuities plus a correction step.
- The predictor solves the underlying equations with Picard iterations per cell: the cost per cell thus depends heavily on the iteration steps for the nonlinear problem. It varies in each and every time step.

ExaHyPE is built upon the Peano sources which is an open-source spacetime code. We add all SHMInvade invocations there, i.e. our invasion approach is agnostic of the actual application domain.

5.1 Invade throughout computation

This approach does not hold any SHMInvade permanent over extensive time. Instead, we focus on the code’s underlying nested parallel fors and tasks. Prior to its task spawning and the loops, we insert SHMInvade commands.

We note that the code uses the same computational infrastructure for all different algorithmic phases, i.e. if we augment one loop by invasion commands, this augmentation applies to both predictor, Riemann solve and correction. The invasion does not take the computational intensity into account. Furthermore, no rank does directly interact with any other rank to decide whether it should try to invade cores: We may assume that only the coarser levels of the nested parallelisation succeed in invading cores. Yet, once one rank frees cores on a rather coarse level, other, very fine-granular, invasion attempts might pass through. No fairness policy is in place.

5.2 High-level integration

For our fair alternative approach, we start from the assumption that each rank faces its own strong scaling challenge w.r.t. the cores available to it. A modified Amdahl’s law [1]

\[ t_r(c_r) = f_r \cdot t_r(1) + (1 - f_r) \frac{t_r(1)}{c_r} + s_r \cdot c_r \]  

(1)

yields a reasonable description of the scaling behaviour (Fig. 2) global behaviour of one rank. Yet, the values \( f_r \) (serial code fraction), \( t_r(1) \) (serial runtime) and \( s_r \) (startup cost of the cores/threads) differ per rank \( r \in \{0, \ldots, R-1\} \). Here, \( 1 \leq c_r \leq C \) is the number of cores/threads available to the rank. Each rank runs the same code (SPMD) but we run dynamic AMR and thus obtain different performance characteristics per node. Our invasive strategy consists of two steps per iteration of the underlying solver:

(1) Runtime analysis: Each rank tracks its own compute time relative to the cores that are available to it. This allows the rank to calibrate its \( (f_r, t_r(1), s_r) \) quantities to its own behaviour. It runs its own online machine learning algorithm.
(2) Each rank notifies all other ranks about its \((f_r, t_r(1), s_r)\). A global optimisation to reduce the overall compute time then instructs the rank whether it should release some cores or try to grab more cores.

(3) Each rank tries to invade its optimal number of ranks prior to the time step kick off and retreats from the cores as soon as the traversal terminates and the rank continues with tidying up all MPI messages and waiting for the next step instruction.

**Runtime analysis.** With \(N\) measurements \((c_r^{(1)}, t_r^{(1)}), \ldots, (c_r^{(N)}, t_r^{(N)})\) of runtimes of a rank \(r\) for various (invaded) core numbers, we obtain an overdetermined non-linear data fitting problem to determine \(f_k, t_r(1)\) and \(s_r\). Let the first entry in this series, i.e. \((c_r^{(1)}, t_r^{(1)})\) is the most recent measurement. We formalise the calibration per node as

\[
\forall r : \min_{f_r, t_r(1), s_r} \frac{1}{2} \sum_{n=1}^{N} q^n \| f_r \cdot t_r(1) + (1 - f_r) \frac{t_r(1)}{c_r^{(n)}} + s_r \cdot c_r^{(n)} - t_r^{(n)} \|^2
\]

with a temporal weighting \(q \in (0, 1)\) which makes more recent measurements more significant. \(q = 0.9\) is used in the experiments.

The problem is a constrained, non-linear, weighted regression problem from machine learning. We solve it iteratively via Gauss-Newton shifts that we manually constrain after each Newton iteration such that \(0 < f_r < 1\) and \(t_r, s_r > 0\). Furthermore, updates to the three quantities are made sliding averages. Simpler schemes such as Picard experimentally did fail in our setups, so we assume that there is a lack of contraction properties. Given the temporal weighting, we may assume that the triple \(f_r, t_r, s_r\) yields a reasonable accurate description of a ranks runtime behaviour after few grid sweeps.

**Global optimisation of core distribution.** The global workload distribution now reads

\[
\min_{c_r} \max_{t_r} t(c_r) \quad \text{with} \quad \sum_r c_r \leq C,
\]

which we smoothly approximate by the penalised

\[
\min_{c_r} \frac{1}{2m} \sum_k t(c_r)^{2m} + \frac{\alpha}{2} \left( C - \sum_r c_r \right)^2
\]

with \(\alpha > 0, m \in \mathbb{N}^+\). Setting the derivative zero yields the optimality condition.

Our code uses the scratchpad to exchange the \((f_r, t_r, s_r)\) values determined from the measurements. As part of the machine learning process, each rank dumps its regression results and as each rank can read all entries from the scratchpad, each rank can determine the solution to the overall core optimisation problem locally. As \((f_r, t_r, s_r)\) for most of our setups change only smoothly, these solves are not synchronised at all, i.e. some ranks might reuse calibration data from previous time steps, while other ranks already rely on updated data.

6 RESULTS

We ran experiments on 24 core Intel E5-2650V4 (Broadwell) nodes. The Broadwells run at 2.4 GHz and are connected by Omnipath. Intel’s 2017.2 C++ compiler is used with the accompanying Intel MPI library. We deploy six MPI ranks on each single node, and pick out particularly interesting or characteristic results. All timings are real-time measurements sampled every time a time step terminates.

The global optimisation (Figure 3) starts with one core per ranks and remains quasi-stationary for the program’s start-up phase where many system calls (memory allocations) are required. Not much concurrency is observed here. Once the actual computation...
starts, it yields a seismogram-like pattern. Each rank releases its cores after the traversal immediately but other ranks struggle to benefit from it as they are, for reasonably balanced MPI applications, already close to the time step completion, too. An amortised slack of 3–4 cores is observable which remain unused. A more aggressive invasion throughout the solve which does not try to fix the core count once per time step promises to fill in these slacks.

While our measurements (Fig. 2) suggest that the regression requires a few hundred steps to converge, the invasion seems not to suffer from this fact—if all rank estimates are off by the same ratio, the haggling for cores still seems to come up with reasonable core distributions. An exact study of this behaviour however is subject of future research.

We next compare invasion throughout the actual computation with the previous invasion in-between time steps and a non-invasive baseline with a homogeneous core distribution. Hereby, we track either the total runtime or the computationally intense code parts only. We see the global optimisation paying off if we focus only on the arithmetically intense code parts. If the computational intensity however is small, one invasion per time step yields worse performance even than a non-invasive approach. Our results suggest (not shown) that our simple Amdahl model in (1) does not hold anymore. The totally dynamic approach outperforms a per time step invasion robustly. If the computational intensity is high, the overhead induced by frequent invasion tries is negligible. If the computational intensity is low, any approach without fine-grain invasion is doomed to fail right from the start.

7 SUMMARY AND OUTLOOK

We propose an invasive extension of TBB which require users to insert only very few lines of code into their applications. It works without any centralised decision making algorithm (resource manager). The integration into a sophisticated simulation code suggests that a rank-global optimisation of resource usage is, counter-intuitively, not superior to an anarchic, greedy grabbing of resources.

Future work comprises, on the one hand, detailed studies on the invasion behaviour. Notably, we have to evaluate whether hybrids of global optimisation and greedy resource invasion can outperform all presented runs. On the other hand, locality- and affinity-aware assignment of invaded cores is not yet integrated into the invasion code base. Also, temporarily core overbooking might improve the performance for scenarios where cache thrashing plays a non-significant role, overheads induced by invasion are outperformed through non-exclusive core assignment or the program idles/stalls and the flow control is handed over to the operating system. Such features might provide a further invasion boost.
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