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GPU programming

Å The performance of GPUs is quickly evolving, however compared to CPUs, 

they still have many architectural restrictions and their programming model 

is more complex, requiring special languages and tools.

1.  HLSL

2.  Cg

3.  CUDA

4.  Parallel Nsight

5.  BrookGPU

6.  Brook+

7.  AMD Stream Profiler

8.  OpenCL
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GPU programming

CPU

Å General purpose processors, 4 core models are widely 

extended and their typical computing power is about 50 GFlops. 

Å Easily programmable using standard languages like C++ or 

Java, with parallel standards like OpenMP and advanced 

debugging tools.

GPU

Å Graphic oriented processor capable of thousands of 

simultaneous threads and TFlop level computing power.

Å Complex and hardware dependent low level programming. 

Å Propietary high level languages like CUDA or Brook+, directive 

based proposals are still experimental.

Å Recent efforts have led to the creation of OpenCL, a standard 

for heterogeneous computing.
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GPU programming

CPU

Å High clock speed, out of order execution 

optimized for sequential performance.

Å Memory architecture designed for low 

latency access. 

Å Complex processing cores and large 

chip area devoted to cache.

GPU

Å High bandwidth and high throughput 

memory architecture.

Å Small cache thanks to memory latency 

hiding techniques like multithreading.

Å Most of the chip area devoted to hundreds 

of small processing units. 
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GPU programming

Radeon 4850 architecture diagram

- 10 SIMD modules

- 16 SPs per SIMD module, as well as a 

texture unit and 16 KB shared memory

- Each SP has 5 processing elements, 

however only the T unit supports FP64

- Four 64-bit memory channels
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GPU programming

Å The parallelization of applications in GPUs is a complex task that usually 

requires specially designed algorithms to be able to exploit their advantage 

in computational power, the straightforward approach tends to provide little 

performance benefit.
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Motivation

Å There are a series of CPU well-known general parallelization strategies  

that can be applied to many problems, studying how they can be adapted 

for GPUs to reduce development time and effort has great interest.
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Computational Kernel Analysis

Å In this work we refer to computational kernel as a regular code pattern frecuently used in 

programs. We use Domain-independent concept-level computational kernels, that enable the 

recognition of code patterns with independence of the programming language.

Å Computational kernel analysis is a tool that enables the identification of potential code 

parallelism without a depth knowledge of the underlying algorithms.

Å Computational kernels can be classified in several families, depending on their characteristics 

and memory access patterns.

a) Assignments b) Inductions c) Reductions

d) Masks e) Recurrences f) Reinitializations
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Brook+ language

Brook+ is based on C, but following a SIMD streaming paradigm.

Å Data resides on structures similar to arrays called streams.

Å In each invocation a kernel is executed over the whole domain in parallel, creating a thread 

for each element of the output.

Å By default Brook+ uses cached memory reads so coalescence is not an issue, however 

each thread can only write to a certain location of the output stream.

Å The language also supports reductions to perform collective operations, like finding the 

maximum element of a set.

kernel
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Brook+ language
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Assignment

Assignment is the simplest kernel, it stores a value in the specified memory address.

1. If the value to write is a scalar, like the evaluation of a expression or the solution of a 

equation, it is called scalar assignment.

2. If the memory is accessed through an indexed variable, like an array, and the access patern 

can be expressed as a linear, polynomial or geometric function, it is a regular assignment.

3. If the memory is accessed through an indexed variable, but the access pattern is irregular or 

unknown at compile time, it is called irregular assignment.

SCALAR REGULAR IRREGULAR


