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Why HPC and Analytics? Lk

1. Increasing desire to use HPC for analytics

A Process massive amounts of data
A Current approaches cull data before processing
A HPC could identify global relationships in data

A Time-series analysis to identify patterns (requires large time
windows)

A Some problems have strong compute requirements
A Eigensolves, LSA, LMSA (lots of matrix multiplies)
A Graph algorithms

A Some problems have short time-to-solution requirements
A Short response-time is critical

2. Increasing desire to use DWA in HPC-app workflow
A Analysis of simulation data (e.g., economic modeling)

A 1/0 system metadata (fast indexing, searching)
A Feature selection/detection for fdata triagedin DWA
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NISAC/N-ABLE ) &=

Laboratories
Modeling Economic Security

A Model economic impact of disruptions in infrastructure
A Changes in U.S. Border Security technologies
A Terrorist acts on commodity futures markets

A Transportation disruptions on regional agriculture and
food supply chains

A Optimized military supply chains /
A Electric power and rail transportation disruptions on P> S/ eevotoum
chemical supply chains E ,

A Compute and data challenges
A Models economy to the level of the individual firm )
A Model transactions from 10s of millions of companies |
A Simulation data ingested into DB for analysis ISAC identiies potential consequences of disruptions 6
A Time to solution is criticalé want answer & Aieadinbndl T 5" "
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Why iisiitthard? ) &=,

A HPC Systems are Designed for Physics Codes
ADNBIF G F2N ydzYSNAOIE O2YLMziAy3Z
A No software or hardware support for analysis
AX G t8rad GKS {AYR lylfeaada I NB
A Graph analytics codes have much differesris(but we can save this
for a later discussion)

A Two options for integrating HR&e simulations with Analysis

r

A Design single system, capable of performing both types of computing
ACKSNE FNB a2YS O2YAy3aIX Sd3IPI L. a
A Expensive

A Connect traditional HPC with special hardware (partitioned approach)
A E.g., Cray XENetezza
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Integration of Cray XT and Netezza @z
Cray XT for Simulation, Netezza for Analysis

Service File I/O (m)
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A Potential Benefits
A Cray XT provides memory and compute resources for large-scale simulations
A Netezza provides fast queries for post-analysis of data

A Software and Hardware Challenges for HPC

A Specialized internal network APIs (Portals) for Cray
A No support for standard DB interfaces (e.g., ODBC)
A Standard database APIs not designed f o lurst§ioinput patterns
A Fast network internally (2 GB/s/link), slow externally (1 Gb/s)
A Networked integration of systems could lead to a severe I/O bottleneck
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Database Service )

A Network Proxy Between Cray and Netezza

Client Application on Cray XT
(compute nodes)

Nsge Database Service
(service node)
OoDBC/ SZL

NEwork-Scalable Service InterfacE
. Portals
oad

Database Service Features

A Provides bridgedbetween parallel apps and external DWA

A Runs on Cray XT/XE/XMT network nodes
Applications communicate with DB service using Nessie (over Portals/uGNI)
Service-level access to Netezza through standard interface (e.g., ODBC)

Storage
Arrays
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